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A NUMERICAL SOLUTION FOR AXIALLY SYMMETRICAL
AND PLANE ELASTICITY PROBLEMS*

D. S. GRIFFIN and R. B. KELLOGG

Westinghouse Electric Corporation,
Bettis Atomic Power Laboratory, Pittsburgh, Pa.

Abstract-A finite difference method is presented for the solution of axially symmetrical and plane elasticity
problems which makes efficient use of the high-speed digital computer. The method is ideally suited to the treat­
ment of both simply and multiply connected regions with irregular boundary shapes, temperature distributions,
body force distributions, and any physically admissible combination of boundary tractions and displacements.
Numerical results are included showing close agreement with photoelastic results for a stress concentration
problem.
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rectangular coordinates
cylindrical coordinates
boundary coordinate
displacements corresponding to r, z
normal stress components
shear stress component
volume dilation
Poisson's ratio
coefficient of thermal expansion
shear modulus
temperature
body force components per unit volume
boundary force components
boundary displacement components
total potential energy
discrete values of u, W at mesh point i
mesh length between points i and j
coefficient matrix
matrices
column vector with components Ui , Wi

load vector
overrelaxation parameter
spectral radius

1. INTRODUCTION

IT is well known that finite difference methods provide reliable approximations for the
solution of axially symmetrical and plane elasticity problems. However, for the more
complex problems characterized by irregular boundary shapes and nonuniform loading
conditions, the number of difference equations required for a reasonably accurate approxi­
mation can be so large that their solution is impractical without the aid of the digital
computer.

* Work performed under the auspices ofthe u.s. Atomic Energy Commission under Contract AT-11-I-GEN-14.
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Both direct methods such as Gaussian elimination and indirect methods such as the
iterative techniques described in [IJ and [2J can be used to solve very large sets ofequations
provided the matrix of coefficients has the required properties. The relative advantages
of direct and indirect methods depend on the properties of the equations to be solved as
well as the specific methods being used. A comparison between an iterative and direct
method for one system of equations is given in [3]. Although direct methods may be very
efficient under certain conditions, they may require excessively large computer storage
when the number of mesh lines in both coordinate directions is large. Furthermore, direct
methods do not seem to be competitive with overrelaxation when applied to difference
equations arising from systems of second order partial differential equations [3]. Thus, an
iterative technique which makes efficient use of the digital computer was described in
[4J for the solution of a limited class of plane elasticity problems. The difference equations
were derived in such a manner that convergence of the iterative scheme is assured. It is
the purpose of this paper to describe a similar method for the numerical solution of axially
symmetrical problems. The new method is also applicable to a broader class of plane
problems.

The axially symmetrical problem has been formulated in a number of different ways by
introducing functions such as the biharmonic Love function, the two Southwell functions,
and various pairs of displacement functions. Although these formulations may be con­
venient for the application of classical solution methods, they seem to offer no advantage
when approximating by finite differences. In general it is difficult if not impossible to derive
difference equations with the desired properties. However, such difference equations can
be obtained easily using the more basic formulation in terms of displacement components.
Solving directly for displacements, the treatment of boundary conditions on either dis­
placements or tractions is greatly simplified, and multiply connected regions can be handled
naturally while avoiding problems of uniqueness and single-valuedness. White [5J has
already demonstrated the use of the displacement formulation for plane problems.

For the derivation ofdifference equations, the boundary ofeither the axially symmetrical
(rz plane) or plane region is approximated by a finite number of straight line segments,
i.e. a polygonal shape. A rectangular mesh, which may be nonuniform, is imposed in such
a way as to facilitate treatment of curved boundaries. The differential equations governing
the two components of displacement are replaced by difference equations derived using
a variational method based on minimization of total potential energy. It is shown that the
resulting matrix of coefficients of the difference equations is symmetric, two-cyclic and
positive semidefinite. A convergent iterative technique using the block overrelaxation
method is described for the solution of the difference equations.

This method, which makes efficient use of the digital computer, can be used to solve
many complex problems which could not be solved practically by classical methods. The
applicability of the method is demonstrated by a comparison with photoelastic results for
a stress concentration problem.

It should be noted that the difference equations obtained here are closely related to
equations obtained by the finite element method which has recently been extended to the
analysis of axially symmetrical bodies by Clough and Rashid [6]. As a matter of fact, using
a modified form of the variational principal and consistent difference approximations,
the same equations could be obtained by either method. The convergent iterative technique
described here would be equally useful for the solution of equations obtained by the finite
element method for two-dimensional elasticity problems.
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2. THE BOUNDARY VALUE PROBLEM

783

(1)

Consider a body of revolution deformed symmetrically with respect to the axis of
revolution by a temperature distribution 1\r, z) and a body force with components R(r, z)
and Z(r, z) in the radial (r) and axial (z) directions. The equations of equilibrium in terms of
displacement components u and w in the rand z directions, are

V2u_~+_1_~[e-2(1+ v)aT] + R = 0
r2 (1-2v) or G

1 a Z
V2w+-(-- ~[e-2(1+v)etT]+-G = 0

1-2v) oz

where

v is Poisson's ratio

G is the shear modulus

et is the coefficient of thermal expansion

OU u Ow
e=-+-+­

or r oz

iP 1 0 02

or2 +-;:- Or +OZ2'

Solving directly for displacements, compatibility of strains is identically satisfied.
The boundary of the region may be loaded by a stress with components Rand Z in the

rand z directions, by a specification ofdisplacement components uand iV, or by a combina­
tion of stresses and displacements. The resulting boundary conditions may be described
by

and

(2)

where 1and m are direction cosines defined in the usual manner.
The problems of plane strain and plane stress as defined in [7] are closely related to the

axially symmetrical problem. Letting r go to infinity (1!r = 0), terms containing the factor
l!r are eliminated, and the equilibrium equations (1) and boundary conditions (2) reduce
to the equations for plane strain. Then replacing the material constants by

(l + VI)
et l (1 +2v

l
);

(3)

the equations for plane strain yield the equations for plane stress with VI' ai' and G I the
constants for plane stress. Since the finite difference equations for these problems are
related in a similar manner, it is sufficient to consider here the derivation of difference
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equations only for the axially symmetrical problem: the equations for the plane problems
being obtained as described above.

The displacements in a body of revolution loaded symmetrically are obtained by solving
(1) and (2). Then the stress components can be obtained from

,[ou v (I +v) J
ar = 2G or +O-2v{-O-2v)ocT

aiJ = 2G[~+__V_e_Jl + v'LocTJ
r (l-2v) (1-2v)

') [ow v (1 +v) J
az = _G oz +(l_2v)e-U_2v)IXT

<rz = G(;:+~;); <r8' <ziJ = O. (4)

with similar relations for the cases of plane strain and plane stress.

3. THE VARIATIONAL PROBLEM

Finite difference approximations could be derived for (l) and (2) using either Taylor's
series expansions or the integration technique of [4]. An alternate approach is to approxi­
mate the strain energy, obtaining difference equations by the variational method. The
strain energy approach is used here because of its mechanical simplicity. In addition, the
rather formidable stress boundary conditions become "natural boundary conditions,"
i.e., they are included in the energy function and automatically satisfied by its minimization.
It might be mentioned, however, that all three methods are closely related, leading to
identical sets of equations when consistent difference approximations are used.

Let U be the total potential energy of the system defined as the difference between the
work of internal forces (strain energy) and external forces. Then according to the principle
of virtual work, the displacements of the system due to the external forces are those which
make

bU = 0 (5)

for any virtual displacements from the equilibrium position. For a rotationally symmetric
deformation, the total potential energy is expressed by

U =~ff{v[~ ~(ru)+OWJ2 +(1_2V)[(OU)2 + (~)2 +(OW)2J
(1- 2v) r or OZ or r oz

+1(1 2V)(~~ +~;r -2(l+V{~ :~cru)+ ~:JIXT+3(l+V)OC2T2}rdrdz

-21tf fCRu+ZW)rdrdZ-21ttCRU+ZW)rdS (6)

where the line integral is taken around the boundary in the rz plane. Similar expressions
for plane strain and plane stress can be obtained by the method described previously.

The actual displacements u and ware those which minimize U for any virtual displace­
ments bu and ow. It can easily be seen that (5) leads to the equilibrium equations (1) and
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boundary conditions (2). Thus, the boundary value problem described by (1) and (2) can
be replaced by the variational problem (5) where U is given by (6).

4. DERIVATION OF THE DIFFERENCE EQUATIONS

The boundary ofthe region in either the xy (plane strain and plane stress) or rz (axially
symmetrical) plane is approximated by a finite number of straight line segments. A rect­
angular mesh ofhorizontal and vertical lines is imposed on the region in such a manner that
intersections of the rectangular mesh coincide with intersections of the boundary segments.
In addition, a dual mesh is imposed on the region so that lines of the dual mesh fall halfway
between lines of the mesh. Intersections of the rectangular mesh are called mesh points
and the subregions bounded by boundary segments, mesh lines, and dual mesh lines are
called cells. Each cell is either rectangular or right triangular and contains just one mesh
point. This mesh layout is illustrated in Fig. 1 with boundary segments and the rectangular
mesh shown as solid lines, the dual mesh as broken lines, and typical cells as shaded areas.

'-,r,_x-.---r--'

t r I I
Z,Y T-- ---1--

I I

FIG. 1. Typical mesh layout.

The variational problem (5) in terms of the continuous variables u(r, z) and w(r, z)
(or u(x, y) and v(x, y)) is now replaced by a variational problem in terms of U i and Wi' the
discrete values of u(r, z) and w(r, z) at mesh points i (i = 1,2, ... , n). This is done by ap­
proximating the total potential energy for each cell as a quadratic function of Ui and Wi

at the three mesh points associated with each cell (Fig. 2). Summing over all cells, an
approximation U(u;, Wi) is obtained for the total potential energy U(u, w) of the system.
Analogous to the variational problem (5), displacements Ui and Wi are sought which make
U(u;, Wi) stationary. It can be shown that this is also a minimization problem.

{oj (bJ

FIG. 2. Typical mesh cells.

An approximation for the potential energy (6) is obtained by taking all functions and
their derivatives constant over each cell. Considering a typical rectangular cell, Fig. 2(a),
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functions are approximated by
U ~ Uo
r ro

etc. (7)

while derivatives of functions are approximated by the differences

ou == (u I -uo), ! ~(ru) == (rlu l -rouo), ~~ == (UO-u2) etc.* (8)
or' hOI r or . rohol ' oz' h02

where hij is the mesh length between points i and j. The approximation of (6) for the rect­
angular cell 021 then becomes

U _ 2nG {[(rlu t -rouo) (WO-W2)]2 (1-2 )[(U I -UO)2 u~ (WO-W2)2]
02t - v + + V 2 + 2+ 2

(1-2v) rohol h02 hOI ro h02

+ (l-2V)[(UO -U2)+ (W t -WO)]2 +3(1+v)a2T~
2 h02 hOI

_ 2(1 + V)[(rIU I - rouo)+(wo -W2)JaTo}ro~fLlh02
rohol h02 4

-~(Rouo+Zowo)rohotho2 -2nf (Ru+Zw)rds (9)
2 b

where fb is taken only over sides of the cell coinciding with the boundary of the region.
The boundary forces Rand Z are the so called "natural boundary conditions". They are
automatically satisfied by the minimization of U. If, however, "constraints" are imposed,
i.e., boundary displacements specified, the forces associated with the known boundary
displacements do no work during a virtual displacement, and so do not enter the problem.
The known values of u and w at boundary mesh points are substituted into the energy
approximation, and the corresponding line integrals omitted. Thus, at each boundary
point we may specify R or u and Z or w. For example, if 02 is an interior segment and 01
a boundary segment with u and Z known, the line integral in (9) becomes

J- .- hOI
b Zwr ds =;= ZOI Woro

where 2 01 is the boundary force taken constant on 01, and Uo in (9) must be replaced by its
known value iio.

For cells adjacent to the line of axial symmetry, r 0, the stress expressions (4) and
energy expression (6) must be modified. At r = 0, u 0, eo = er = ou/or, and the stress
components (4) become

[
iJU v (1 + v) J

(Jr = (Jo = 2G Dr +(1_2v{-(i~IXT

(J. = 2G[oW+_v_e ~+v) IXT]
• DZ (1-2v) (l-2v)

(10)

* It might be observed that if (ljr)((1j(lr)(ru) had been written as (1ujilr +ujr, a different approximation would
have been obtained. But the order ofaccuracy is the same, and the form used here reduces the storage requirement
for the computer program.
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where

ou ow
e=2-+-.or oz

The corresponding expression for total potential energy is

2nG ff{ (ou OW)2 [ (OU)2 (OW)2JU = -- v 2-+- +(1-2v) 2 - +-
(1-2v) or OZ or OZ

( ou ow) }-2(I+v) 2
0r

+ OZ aT+3(I+v)a2 T 2 rdrdz

-2n fJ(Ru+Zw)rdrdz-2n J(Ru+Zw)rds.
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(11)

Thus, if segment 02 in Fig. 2(a) coincides with the line of axial symmetry, the energy ap­
proximation for the cell 021 becomes

U021 =0 (12)

as it does for all other cells adjacent to the line r = O.

The approximation ofthe total potential energy for a triangular cell, Fig. 2(b), proceeds
in a similar fashion. Functions are approximated as in (7) while derivatives of functions
are approximated by

ou ~ (uo-u t ).

or -;- hOI '
etc. (13)

It might be observed that the same approximations (13) are used for all three cells shown in
Fig.2(b).

With an approximation such as (9) for each cell', the total potential energy of the system
is expressed by

(14)

where the summation is over all cells. Difference equations relating the p unknown Ui and q
unknown Wi are then obtained from the conditions for U stationary

i = 1,2, ... ,p

i = 1,2, ... , q

p~n

q ~ n. (15)

The equation for a typical interior point 0, Fig. 3, obtained from the first of (15), oU/ouo = 0,
is
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FIG. 3. Typical interior mesh point.

It is easily seen that (16) represents a finite difference approximation to the first ofequations
(1) which is of O(h) accuracy when the mesh spacings are not equal, and O(h2 ) accuracy
when the mesh spacings are equal. The same is true for the approximation to the second
of equations (1).

Numbering the mesh points in a systematic way, the p +q linear difference equations
(15) can be written in the matrix form

A~ = f (17)

where A is a (p+q)x(p+q) coefficient matrix, ~ is a column vector with components Ui

and Wi' and f is a known column vector representing the external loads. It should be
noted, however, that the solution for Ui and Wi will not be unique, i.e., A will be singular,
unless Wi is specified for at least one point (q =::;; n - 1). Physically, this serves to locate the
axially symmetrical body in space. Similarly, for plane problems, the solution will not be
unique unless three components of displacement are known: Ui at one point and Vi at two
points or Vi at one point and Ui at two points. A more detailed account of the derivation of
difference equations (17) can be found in [8].

Although the problem of spatially uniform material properties has been considered,
it is apparent that the problem of spatially variable material properties can be treated just
as easily. Since the integrations in (6) are carried out cellwise, the material properties can
be allowed to vary from one mesh rectangle to the next.

5. ITERATIVE SOLUTION OF THE DIFFERENCE EQUATIONS

When the difference approximations of Section 4 are used to solve complex problems,
a relatively fine mesh is required. As a result, the number of unknowns in (17) may be very
large, perhaps several thousand. An efficient iterative scheme for the system (17) is that of
successive line overrelaxation. Convergence is assured if the coefficient matrix A is symmet­
ric and positive semidefinite as shown in the Appendix. Conditions under which A is non­
singular are also given in the Appendix. Rate of convergence is increased by making A
two-cyclic [2].

To apply the method of successive line overrelaxation, the unknowns and equations
are ordered in the following manner. The columns of mesh points are numbered from left
to right, the left most column being column 1. On a given column of mesh points, the points
are numbered from top to bottom. The displacements u, w at a point i are arranged in the
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order ui , Wi if both Ui and Wi are unknown. If one of U or W is known at the mesh point i,
the ordering of the unknowns at i is unambiguous. This ordering of mesh points, and un­
knowns at a mesh point, combines to give an ordering of the unknowns of the problem.

The unknowns are partitioned into blocks. The j-th block of unknowns, ~j' corresponds
to the displacements at mesh points on the j-th column. The coefficient matrix A is par­
titioned in a manner consistent with the partitioning of the unknowns. Since the displace­
ments in any column are coupled only to the displacements in adjacent columns, the
partitioned matrix A takes the block tridiagonal form

A=

where J is the number of columns of mesh points. With this partitioning the difference
equations (17) become

{

DI~I-BI~2 = f l ,

D/,j-BJ; I~j-I - Bi.j+ I = f j , 1 < j < J, (18)

DJ~J-BJ-I~J-I = fJ'

The diagonal blocks Dj are symmetric, 7--diagonal matrices; i.e., if Dj = (dW), then
d}// = 0 for Ik -II > 3. It will be proved in the Appendix that Dj is positive definite, even
in the case when A is singular. Hence matrix equations of the form

(19)

where gj is given, can be solved directly by means of Gaussian elimination with little
accumulation of rounding errors [9].

The fact that (19) can be solved efficiently allows the use of successive line overrelaxation
ior the solution of (18). The iterative procedure is

D r(m+ I) = w{B T r(m+ I)+B r<,m) + f.} +(I-w)r(!")
1") )-1")-1 1")) ,,) , m = 1,2, ... (20)

An initial guess ~(O) is required to start the iterations, and (20) is applied in the order j = 1,
2, ... ,J.

From the usual theory of overrelaxation, if A is nonsingular, the iterations (20) will
converge for any w, 0 < w < 2, and for any initial guess ~(O). The convergence rate is
largest if w equals the optimal value

(21)

where p is the largest absolute value of the eigenvalues of an associated iteration matrix.
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The same results hold if A is singular. In this case there will be some null vectors of A,
vectors p such that Ap = O. The system of equations (17) then has a solution ~ if and only
if

Ap = 0 implies pTf = O. (22)

Physically this occurs when the body is in a state of static equilibrium under the system of
applied loads. If this condition is satisfied, it follows from the results of [10J that, in the
singular case also, the iterations (20) will converge for 0 < w < 2. A simple modification
of the theory of overrelaxation shows that (21) gives the optimal value of w, provided that
p is the largest absolute value of the eigenvalues not equal to 1 of an associated iteration
matrix.

The convergence rate of(20) is highly dependent on an accurate estimate of p. A method
can be given for obtaining p which requires an auxiliary iterative calculation. Convergence
of the iterations is accelerated using Chebyshev polynomials. The time spent in the calcula­
tion of an accurate value of p is more than made up in the more rapid convergence of (20).
Details for implementing these iterative techniques are given in [8].

6. APPROXIMATION OF STRESS COMPONENTS

Stresses are expressed in terms of displacements by (4) except on the line of axial
symmetry, r = 0, where they are given by (10). With a solution ~ for the displacement
components Ui and Wi' approximations for the stress components can be obtained using the
same approximations as used in the energy integrals. Since functions and their derivatives
are taken uniform over each cell, stress components are likewise uniform. A stress com­
ponent at a mesh point is obtained by taking an area weighted average of the stress com­
ponent over all cells which include that mesh point.

For example, at an interior mesh point 0, Fig. 3, there are four cells containing point O.
The difference approximation for (J, in cell 021 is

() _2G{(Ul-UO) v [(rlUl-roUO) (WO-W2 )] (l+v) rr}
(J, 021 - +~~- + -~~-(XI0 •

hOI (1- 2v) rOhOl h02 (1- 2v)

Taking the area weighted average over the four cells, the appwximation for (J, at point 0 is

«(J,)o = 2G{ (u l -U3) +~_v~[(rlul -r3u3)+ (w4- W2)J- (1 + v) (XT
o
}.

(h OI +h03 ) (1-2v) rO(hOl+h03) (h02 +ho4) (1-2v)

7. COMPARISON WITH EXPERIMENTAL RESULTS

Since the accuracy of finite difference methods is well known, there is little need for
comparison with exact solutions to problems with regular boundary shapes and simple
loading conditions. Ofgreater interest is the ability of the method described here to handle
the more difficult problems in irregularly shaped regions which cannot be solved practically
by classical analytical methods. To demonstrate the capability of this method it has been
used to determine the stress distribution in an internally pressurized cylinder with an
~xternal circumferential fillet as shown in Fig. 4. The resulting stress concentrations at the
fillet are compared to those obtained by Leven [11] using the photoelastic technique. It
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should be noted that the fillet radius (0'05 in.) is small compared to the other dimensions
and thus provides a severe test of the numerical method.

T'~---L-t._486__t .404

4.838 R

tJ'-------
FIG. 4. Internally pressurized cylinder with exterior fillet.

For the finite difference solution, the cylinder was truncated at a distance of about
1·3 times the radius on either side of the fillet where the effects of the discontinuity have
become negligible. Stresses of the exact theory for a cylinder of uniform thickness were
applied at the ends of the truncated cylinder. A nonuniform mesh was used containing
525 interior and boundary mesh points, with a concentration of points in the vicinity of the
fillet as shown in Fig. 5. The numerical solution, obtained using the DUZ-l computer
program [8], required about 11 min on the Philco-2000 computer.

".........

FIG. 5. Mesh layout in the vicinity of the fillet.

Meridional and hoop stress distributions in the vicinity of the fillet, obtained by both
the numerical and experimental techniques, are plotted for comparison in Fig. 6. It can be
seen that the meridional stress ratios agree well, although a slight difference in location
of the peak may be indicated. Agreement between the hoop stress ratios is less satisfactory,
however, probably well within the range of experimental accuracy. According to Leven
the hoop stress in the vicinity of the maximum is most difficult to measure and may well
be off by 10 per cent or so. On the other hand, the meridional stress can be measured quite
accurately, so the close agreement obtained there is reassuring to both the numerical
analyst and the experimentalist.
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FIG. 6. Comparison of numerical and experimental results in the vicinity of the fillet.
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APPENDIX

Properties of the Matrix A

In defining the matrix A of(17) the unknown displacements U i and Wi have been arranged
as the components of a column vector ~. It is convenient to introduce the vector space V
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of all such column vectors. Then the approximate total potential energy, V, is a numerical
function of the vectors ~ of V which is a quadratic polynomial in the components of ~.

If this polynomial is decomposed into its quadratic, linear, and constant parts, there
results a representation of V as

(23)

k= 1,2, ... ,p+q,

where Q(~) is a quadratic form on V, and f and ~o are fixed vectors in V. The difference
equations OS) now become

aQ(~) _ r
a~k - Jk

and the matrix A is a symmetric matrix whose entries are !- the coefficients of the quadratic
form Q. Furthermore, Q(~) may be written

Q(~) = ~TA~. (24)

Now iff = ~o = 0, one has from (23), (24), and the various expressions for the approximate
total potential energy V [e.g. (9)J, that

(25)

Hence we have established the following result.
LEMMA 1. A is a symmetric, positive semidefinite matrix.
The next task is to develop the properties of the matrices Dj which form the diagonal

blocks of A when it is partitioned into a block tridiagonal matrix in the manner described
above. Each Dj is symmetric and positive semidefinite, and may be described in terms of its
action on a vector as follows. Let ~(j) be a vector of displacements such that all the dis­
placements vanish except those on column j. The vector A~(j) then has all components 0
except possibly those corresponding to displacements on columns j - 1, j, and j + 1. If
A~(j) is modified by requiring the displacements on columns j - 1 and j + 1 to vanish, a
new vector is obtained which may be identified with the vector DI.(j). One has

Q(~(j» = ~(j)TA~(j) = ~(WDJ(,(j).

To show that Dj is positive definite, it must be shown that Q(~(j» = 0 only when ~(j) = O.
If in Fig. 2(a), the mesh points 0 and 2 lie on column j, and if in (9) the deflections are com­
ponents of a vector ~(j), so that U l = W l = 0, then the contribution to Q coming from the
rectangular cell 021 is

Q _ 2nG {[-rouo (WO-W2)]2 (1 2 )[u6 u6 (WO-W 2)2]
021 - --- v --+ + - v -+-+-~--

(1-2v) rohol h02 h6l r6 h62

+0-2V)[(UO-U2 ) WOJ2}.
2 h02 hOl

If Q = 0, then Q02l = 0 and it is readily seen that Uo = U 2 = Wo = W2 = O. Thus:
LEMMA 2. The diagonal blocks Dj in the tridiagonal partitioning of A are symmetric,

nonsingular, positive definite matrices.
It remains to consider when the matrix A is singular. Since A is symmetric, this can

happen only when Q(~) = 0 for a non-zero vector ~. The quadratic form Q(~) is the sum
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of a number of non-negative forms; a typical summand is the form Q02 1(~) obtained from
U021 of (9) by deleting the terms which are not quadratic in the deflections. If Q(~) = 0,
then Q021(~) = 0, from which it follows that Uo = °and W o = WI = w2 - From this we
immediately obtain:

LEMMA 3. A has at most one linearly independent null vector, given by the deflections
Ui == 0, Wi == constant. If the boundary conditions include a specification ofw at any boundary
point, then A is nonsingular.

Suppose A is singular and let Jl be the null vector of A. (According to Lemma 3, Jl is
unique up to a constant multiple.) Equation (17) will have a solution if and only if

Jl Tf = O. (26)

The vector f is composed of two parts. One part comes from the temperature gradients,
and automatically satisfies (26). The other part comes from the body and boundary forces,
and (26) asserts that the zcomponents of these forces must be in equilibrium. Thus the ortho­
gonality condition (26), mathematically required for (17) to have a solution, corresponds
to the physical requirement of static equilibrium. If (26) is satisfied and (17) has a solution,
it has an infinity of solutions any two of which differ by Jl, where J1 is the null vector des­
cribed in Lemma 3.

In the cases of plane stress and plane strain, the total potential energy U021 of (9) no
longer contains the term

This causes the matrix A to have up to three linearly independent null vectors. Physically,
these vectors correspond to translations in the x and y directions, and to a rotation. Further
details are given in [8J.

(Received 20 July 1966; revised 12 January 1967)

Resume-Vne methode a difference finie est presentee pour la solution de problemes d'elasticite plane et a
symetrie axiale qui utilise de la fac;:on la plus efficace la machine acalculer digitale agrande vitesse. La methode
convient idealement au traitement de regions a liaison simple et multiple aformes aux limites irregulieres, distri­
butions de temperature irregulieres, distributions de force du corps irregulieres et toute combinaison physique­
ment admissible des deplacements et tractions aux limites. Des resultats numeriques sont inclus qui presentent
des conclusions tres proches de celles des resultats photoelastiques pour un probleme de concentration des
tensions.

Zusammenfassung-Eine endliche Differenzmethode zur Losung axialsymmetrischer und eben-elastischer
Probleme wird gegeben, die einen Hochgeschwindigkeits-Digitalrechner auf leistungsfahige Art verwendet.
Die Methode eignet sich insbesondere zur Behandlung einfacher sowie mehrfach verbundener Regionen mit
unregelmassigen Grenzformen, Temperaturverteilungen, Korperkraftverteilungen. sowie aller physikalischer
zulassigen Kombinationen von Grenzkraften une Verschiebungen. Numerische Resultate werden gegeben die
eine gute Obereinstimmung mit photoelastischen Resultaten des Spannungs-Konzentrations Problemes geben.

A6cTpaKT-vhJIaraeTCR MeTOA KOHe'H1bIX pa3HocTeli AJIR peweHHR oceCHMMeTpH'IHbIX H nJIOCKHX 3aAa'l
ynpyrocTH, KOTOpblH OKa3blBaeTCR O'leHb 3l!>«IJeKTHBHbIM npH HCnOJIb30BaHHH 6b1cTpoAelicTBYIOUteH
l.(Hl!>POBOH Bbl'lHCJIHTeJIbHOH MaWHHbl. MeToA HAeaJlbHO YAOBJIeTBOpReT Tpe60BaHHH o6pa6oTKH paBHO
KaK npOCThlX TaK H MHorOCB1I3HblX 06JIaCTeli C HeperYJIRpHOIi l!>opMoli KOHTypa, pacnpeAeJIeHHeM
TeMnepaTyphI, pacnpeAeJIeHHeM MaCCOBbIX CHll H npOH3BOJIbHOli l!>H3H'IeCKH AonYCKaeMoli KOM6HHal.lHeil
CHJI Cl.lenJIeHHlI H nepeMemeHHil Ha KOHTYpe. npHBOAlITClI '1HCJIeHllble paC'IeThI, KOTopble YKa3blB,uOT
cTI'0roe COrJlaCHe C pe3YJlbTaTaMH nOJlY'leHHbIMH MeTOllOM l!>oToynpyrocHf ,n:Jlll 3a,n:a'lH, KacaIOmeliclI
KOHl.leHTpal.lHH Hanpll~eHHli.


